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Numerical analysis of moving interfaces using a level set
method coupled with adaptive mesh re�nement
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SUMMARY

A novel numerical scheme is developed by coupling the level set method with the adaptive mesh re-
�nement in order to analyse moving interfaces economically and accurately. The �nite element method
(FEM) is used to discretize the governing equations with the generalized simpli�ed marker and cell
(GSMAC) scheme, and the cubic interpolated pseudo-particle (CIP) method is applied to the reinitializa-
tion of the level set function. The present adaptive mesh re�nement is implemented in the quadrangular
grid systems and easily embedded in the FEM-based algorithm. For the judgement on renewal of mesh,
the level set function is adopted as an indicator, and the threshold is set at the boundary of the smooth-
ing band. With this criterion, the variation of physical properties and the jump quantity on the free
surface can be calculated accurately enough, while the computation cost is largely reduced as a whole.
In order to prove the validity of the present scheme, two-dimensional numerical simulation is carried
out in collapse of a water column, oscillation and movement of a drop under zero gravity. As a result,
its e�ectiveness and usefulness are clearly shown qualitatively and quantitatively. Among them, the
movement of a drop due to the Marangoni e�ect is �rst simulated e�ciently with the present scheme.
Copyright ? 2004 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The movement of a free surface can be seen in various situations in our daily life: e.g. sloshing
in a water tank, rippling in a pond, merging and breaking of bubbles. In the engineering �elds,
such moving interfaces are often controlled for the purpose of stabilization in production
process and maintenance of quality. Although the evolution of a free surface is largely a�ected
by gravity on the ground, it is governed by surface tension in space due to the microgravity
condition. This should be kept in mind in the material experiments, e.g. �oating zone crystal
growth [1] and levitation melting [2], which will be vigorously performed in the international

∗Correspondence to: H. Kohno, Keio University, 3-14-1, Hiyoshi, Kohoku-ku, Yokohama 223-8522, Japan.
†E-mail: kohno@tana.mech.keio.ac.jp

Contract/grant sponsor: Ministry of Education, Culture, Sports, Science and Technology of Japan

Published online 4 May 2004 Received 26 August 2003
Copyright ? 2004 John Wiley & Sons, Ltd. Revised 26 January 2004



922 H. KOHNO AND T. TANAHASHI

space station in the near future. For the reasons mentioned above, there is much demand for
the numerical schemes that handle a variety of moving interface problems.
In order to calculate the movement of a free surface, a number of methods have been

proposed so far. They can be classi�ed into two groups: the Eulerian methods and the La-
grangian methods [3]. In the former, the moving interface is implicitly captured by a scalar
function with the grids covering the liquid region and the gas region �xed. Thus, the calcu-
lation is conducted stably no matter how complicated the interface evolves. Furthermore, the
extension from 2 to 3 dimensions can be achieved easily. However, since the free surface is
positioned between the nodal points, the accuracy is so dependant on grid size that �ne grids
are necessary to obtain good results; it requires time-consuming computation. In this category,
the marker and cell (MAC) method [4], the volume of �uid (VOF) method [5–8] and the
level set method [9–15] have been widely accepted. On the other hand, the pro�le of the free
surface is determined by the positions of the exterior grid nodes in the latter. These grid nodes
correspond to the �uid particles on the interface, so the moving surface is explicitly tracked by
them according to the advection equation. Grids are allocated to only the liquid region, so that
the �uid �ow in the gas is not considered. Compared to the former methods, the moving free
surface is computed more precisely and sharply when the same grid resolution is provided.
Furthermore, the boundary conditions on the interface can be applied in a straightforward way.
When the grids are extremely distorted in accordance with the deformation of a free surface,
the rezoning process, whose algorithm is referred as the arbitrary Lagrangian–Eulerian (ALE)
method [16–18], is necessary to avoid the failure due to inaccuracy in the solution of the
�ow �eld. However, some problems, such as merging, breaking and self-intersecting, cannot
be solved even by them. In addition, the rezoning algorithm becomes very complicated in
case a free surface surrounds the analytical object and moves three dimensionally.
In the present study, a numerical scheme that realizes high-speed calculation, stability and

accuracy in the computation of two-dimensional free-surface �ows is developed by coupling
the level set method with the adaptive mesh re�nement in which grid �ning and coarsening are
performed together. Although some similar approaches have been reported so far [7, 14, 15],
their applications are restricted within narrow limits, and only a few studies investigate the
relation between accuracy and computation time quantitatively. Moreover, the movement of
a drop due to the Marangoni e�ect [19–24] has not been analysed with the relevant methods
yet. The governing equations are discretized by the �nite element method (FEM), in which
the velocity �eld is solved by the generalized simpli�ed marker and cell (GSMAC) scheme
[25–28] and the cubic interpolated pseudo-particle (CIP) method [29] is applied to the reini-
tialization of the level set function. The outline of the paper is as follows: �rst the governing
equations and their discretization are described with a review of the level set method. Next, all
the particulars of the adaptive mesh re�nement based on two-dimensional quadrangular grids
are given, in which the splitting criterion is mentioned. Finally, the e�ectiveness and useful-
ness of the present scheme are evaluated qualitatively and quantitatively in the following three
examples: collapse of a water column, oscillation and movement of a drop under zero gravity.

2. GOVERNING EQUATIONS

The governing equations in the �ow �eld are the equation of continuity and the incompressible
Navier–Stokes equation, which are written in the following dimensionless forms:

∇·v=0 (1)

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 45:921–944



NUMERICAL ANALYSIS OF MOVING INTERFACES 923

isothermal case

�
(
@v
@t
+ v·∇v

)
=−∇p+ �

Re
∇2v − 1

Bo
(∇·n)n�� + �e (2)

non-isothermal case

�
(
@v
@t
+ v·∇v

)
=−∇p+ �

Re
∇2v+

{
Ma

RePe
∇==T − 1

We
(∇·n)n

}
�� (3)

where v; �; t; p; �; n; ��; e;∇== and T are the velocity, density, time, pressure, coe�cient of vis-
cosity, unit normal vector pointing to the gas phase, approximate Delta function, unit vec-
tor whose direction corresponds to that of gravity, surface nabla operator and temperature,
respectively. The dimensionless parameters Re≡UL=�0; Bo≡�0gL2=�s, Ma≡�TL�T0=�0�0,
Pe≡UL=�0 and We≡�0U 2L=�s are the Reynolds number, Bond number, Marangoni number,
Peclet number and Weber number, respectively; U is the representative velocity, L the rep-
resentative length, � the kinematic viscosity, g the gravitational acceleration, �s the surface
tension, �T the thermal coe�cient of surface tension, � the thermal di�usivity and the repre-
sentative values of the physical properties are shown with the subscript 0. In the present study,
the Navier–Stokes equation (2) is used for the analysis in which the temperature �eld is not
considered under the normal gravity condition, whereas Equation (3) includes the e�ect from
the temperature �eld under zero gravity. The third terms in Equations (2), (3) and the fourth
term in Equation (3) on the right-hand sides are derived from the jump quantity of the stress
vector [t(n)]; [t(n)]=∇==�s − �s(∇·n)n [30]. Since the surface tension depends on temperature,
the shearing force is induced by the gradient of surface tension on the free surface, which is
called Marangoni e�ect and corresponds to the third term in Equation (3). In addition, the
restoring force produces movement of the interface to minimize the surface area, which corre-
sponds to the third term in Equation (2) and the fourth term in Equation (3). The temperature
�eld is governed by the energy equation, which is written as follows:

@T
@t
+ v·∇T =

�
Pe

∇2T (4)

The discontinuous change of the physical properties on the free surface is smoothed by the
approximate Heaviside function H� as follows:
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where F is the level set function, and � the smoothing bandwidth. The level set function is
de�ned as a vertical distance from the interface to each node with signs in order to distinguish
one phase from the other; the liquid phase lies in F¡0, and the gas phase does in F¿0 in the
present study. The approximate Delta function is obtained by di�erentiating the approximate
Heaviside function and combined with the surface forces as shown in Equations (2) and (3),
so that the jump quantity on the free surface can be calculated as a body force [30]. The
physical properties are de�ned in one generic equation, q=H�qG=qL +(1−H�) where q being
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the density, the coe�cient of viscosity or the thermal di�usivity; the subscript G denotes the
gas phase, and L does the liquid phase.
The position of a free surface is captured implicitly by the level set function de�ned at

each node. The interface, i.e. F = 0, moves according to the following kinematic condition:

@F
@t
+ v·∇F =0 (6)

However, the nature of the level set function as a distance function gets lost except the
position of the interface since Equation (6) is calculated in the whole domain, where two
�uids �ow in every direction. Therefore, reinitialization is subsequently conducted to recover
the nature of the function with the following equation [10]:

@F
@	
+ w·∇F = S(F0)

w = S(F0)
∇F
|∇F |

S(F0) =
F0√

F20 + �2

(7)

where 	 is the quasi-time, and F0 is the level set function obtained from Equation (6). Since
the interface is positioned implicitly in the level set method, the total volume of a �uid
may �uctuate during the reinitialization process. In order to preserve the initial volume, the
following equation is solved at all nodes:

F =Fr +
V (t)− Vinit

S(t)
(8)

where V (t) and S(t) are, respectively, the calculated volume and area, which are regarded as
area and line in 2 dimension, Fr the level set function obtained after the reinitialization and
Vinit is the initial volume. The second term on the right-hand side in Equation (8) equals to
the length for modi�cation on the calculated volume.

3. FINITE ELEMENT FORMULATION

The Navier–Stokes equation (3) is discretized by semi-implicit formulation, where the velocity
and the pressure are, respectively, discretized explicitly and implicitly, whereas the energy
equation (4) and the advection equation (6) for the moving interface are discretized by explicit
formulation. According to the Galerkin method, Equations (3), (4) and (6) are rewritten in
the element matrix forms as shown in Figure 1. The time marching algorithm is obtained
by considering the equation of continuity, i.e. ∇·vn+1 =0 according to the GSMAC method.
This is based on the idea of the highly simpli�ed marker and cell (HSMAC) scheme [31],
so that high-speed calculation is realized by introducing the simultaneous relaxation method.
Here, ṽ is the intermediate value of velocity, �t the increment of time, 
e the area of an
element, �−1 the inverse Laplace operator and �p is the modi�ed momentum potential de�ned
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Figure 1. Flow chart of the present scheme.
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Figure 2. The element coe�cient matrices and boundary terms.

as �p =pc�t; pc is the modi�ed pressure, i.e. pc =pn+1−pn. The subscripts � and  denote
the local node number, and the variables with the subscript e are constants on the elements.
The superscripts n and m denote the nth time step and the iterative calculation level of the
Poisson equation, respectively. The velocity components and the temperature are interpolated
with bilinear interpolation functions N�, and the pressure is constant in each element. For the
Poisson equation, the weighting function is equal to unity in order to utilize simultaneous
relaxation based on the Newton–Raphson method. The element coe�cient matrices and the
boundary terms are calculated as shown in Figure 2. Here, � denotes the interface, and �M�

is the lamped mass matrix.
As mentioned in Section 2, the purpose of the reinitialization is to restore the distribution of

the level set function. This is achieved by transmitting the interface con�guration throughout
the calculation domain with an upwind method. For that reason, CIP-FEM [32, 33] is applied
to the solution of Equation (7). In the CIP method, the advection equation is solved according
to the idea of the exact solution. Since the shape function including the value of the level set
function and its derivatives are used for the interpolation with the accuracy of third order, the
accurate results can be obtained even with relatively coarse grid systems. After discretizing
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Equation (7) and its di�erential explicitly, they are separated into two phases as shown in
Figure 3. Here, F̃ is the intermediate value of the level set function, and �	 is the increment of
quasi-time; the subscripts x and y denote the di�erential in each direction, and the superscript
k denotes the iterative calculation level. First, the advection phase is solved by CIP-FEM.
Then, the modi�ed level set function and its derivatives are calculated in the non-advection
phase. As shown, two equations in the non-advection phase are discretized by the Galerkin
method, where the coe�cient matrices Ax

� and Ay
� are, respectively, the x and y components

of A�, and F̃′=(F̃x; F̃y).
In order to preserve the initial volume of a �uid, numerically �uctuated volume and area

of the liquid phase are, respectively, calculated as follows:

V (t) =
∫


{1− H�(t)} d
 ∼=

M∑
e=1

{1− H�e(t)}
e (9)

S(t) =
∫


��(t) d
 ∼=

M∑
e=1

��e(t)
e (10)

where M is the number of elements. Then, the level set function is �nally determined by
substituting Equations (9) and (10) into Equation (8).

4. INTRODUCTION OF THE ADAPTIVE MESH REFINEMENT

Large deformation problems, which often include merging or breaking of the analytical objects,
can be solved stably by adopting the interface-capturing techniques, or Eulerian methods such
as a level set method. However, more calculation grids are necessary for these techniques
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to obtain the accurate results compared with the interface-tracking techniques, or Lagrangian
methods, in which the grids are explicitly deformed in conjunction with the interface shape.
This is caused by the fact that the interface position is secondarily determined in the former; if
the number of grid nodes, which are regarded as observation points for the interface, are small
in the level set method, the error due to lack of information becomes serious. For that reason,
�ne grids should be prepared in the calculation domain to obtain the desirable results in case
the interface-capturing techniques are applied to the moving interface problem. However, the
free surface con�guration can be obtained accurately enough if only the calculation grids are
provided �nely in the vicinity of the interface. In addition, it is meaningless to conduct precise
calculation in the area away from the free surface since the �uid motion around there hardly
a�ects the behaviour of the interface, and the distribution of the level set function is corrected
by reinitialization. Therefore, the application of the adaptive mesh re�nement, which forms the
distribution of calculation grids dynamically in connection with the interface position, would
be e�ective in order to enhance the computational e�ciency with the accuracy kept good.
The following is the details of the adaptive mesh re�nement developed in the present study.

4.1. Determination of the threshold

The present adaptive mesh re�nement consists of two main steps: grid �ning and coarsening.
In computation, the grids are divided �nely in the area where some noticeable physical phe-
nomena exist and high resolution is necessary to simulate them, while they are deleted and
returned to the initial state in the other area where the accuracy in space is not so important.
Here, the threshold of �ning or coarsening should be determined carefully since the computa-
tional accuracy and e�ciency are often sensitively a�ected by that. In practice, this technique
especially takes e�ect when an object of interest is clearly distinguished from the others, e.g.
unsteady shock wave in compressible �uid [34]. As a free surface also has the nature of dis-
continuity similar to the shock wave, the application of the adaptive mesh re�nement should
be e�ective.
In the present study, we aim at developing the adaptive mesh re�nement in which the grids

in the vicinity of the free surface are divided �nely, whereas the grids are kept coarse in the
area away from the interface. Even in such condition, the observation points for a free surface
are provided enough, and the velocity vector on the interface can be calculated accurately,
so that the interface moves smoothly and correctly at all time. In the process, the level set
function is conveniently utilized for the judgement on renewal of mesh since the position of
the free surface corresponds to the constant value of the function, i.e. F =0. The threshold is
set at the boundary of the smoothing band; the grids are divided on the condition of |F |6�,
while they are deleted on |F |¿�. The reason why we decide the criterion like this is that the
variation of the physical properties and the jump quantity on the free surface, which should
be calculated accurately, exist only within the smoothing band as mentioned in Section 2.
Outside of the band, it is not necessary to calculate them since the physical properties are
constant, and the jump quantity does not exist there.

4.2. Rules for grid �ning and coarsening

In the present adaptive mesh re�nement, grid �ning and coarsening are conducted together in
the two-dimensional quadrangular grids, and the maximum division level can be set freely as

Copyright ? 2004 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2004; 45:921–944
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Fining

Coarsening

Figure 4. Procedures of the grid �ning and coarsening.

(a)  (b) (c)     

Intermediate node

O O ×

Figure 5. A rule for the number of next elements: (a) One element
(b) two elements (c) three elements.

well as frequency of the mesh re�nement. Rules for the grid division and deletion are given
below.
As shown in Figure 4, a quadrangular grid is divided into four pieces when it satis�es the

criterion for grid �ning. Since the level set function is calculated at nodes, its average in an
element is used for the judgement. After the �ning procedure, �ve new nodes are added; one
is positioned at the centre of a grid element, and the others are at the centre of each side.
This state is called ‘division level 1’ if the initial grid is chosen as an object of grid �ning.
Similarly, the division level 2 is formed on the basis of the division level 1.
In the process of mesh re�nement, grids with di�erent size are mingled in the calcula-

tion domain. Here, a restriction is imposed on the number of adjacent elements; an element
may border on eight elements, which corresponds to two elements in one side, at a max-
imum as shown in Figure 5. When the elements with di�erent division levels adjoin, in-
termediate nodes, which are shared by three elements, are inevitably appeared as shown in
Figure 5(b). However, since FEM is applied to the whole calculation, it is di�cult to han-
dle such nodes, especially in lumping the element values. Therefore, in order to introduce
the adaptive mesh re�nement without changing the algorithm for the �ow �eld, the inter-
mediate nodes should be excluded by making the connective grids as shown in Figure 6(a).
In case a new intermediate node comes out as shown in Figure 6(b), additional connective
grids are made in the adjacent element in order to eliminate the unfavourable character stated
above.
In the grid coarsening, the connective grids and the child elements formed in the previous

division process, which are, respectively, shown in Figures 6 and 4, are the objects of dele-
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(a)      (b)    

Figure 6. Two cases of the connective grids: (a) complete case (b) incomplete case.

tion under some conditions. The former are unconditionally deleted at the beginning of the
algorithm, whereas the latter are done only in the case that the following four conditions are
simultaneously satis�ed:

• four child elements, which are named C1, C2, C3 and C4 in Figure 7, have the same
division level and adjoin each other (see Figure 7(a)),

• the division levels of the elements adjacent to the child elements are not exceeding that
of the child elements (see Figure 7(b)),

• the division levels of the elements positioned diagonally to the right or left of the child
elements are not exceeding that of the child elements (see Figure 7(c)),

• the average of the four element values of the level set function satis�es the criterion for
grid deletion, i.e. |F |¿�.

Therefore, the grid coarsening is carried out from the elements with the highest division
level. The initial grids are not deleted in the present algorithm.

4.3. Interpolation of the physical quantities

In order to continue the calculation of �uid �ow with new mesh formed after the re�nement,
interpolated physical quantities are given to the new nodes or elements. In the present analysis,
the velocity, temperature, level set function and its derivatives are de�ned at the nodes,
whereas the pressure is done on the elements.
In the grid �ning, the linear interpolation is adopted as an interpolation method for the

physical quantities de�ned at the nodes as shown in Figure 8(a). The average of two values
at the end nodes is given to a new node positioned at the centre of the side, and the average
of four values at the apex nodes is done to a new node at the centre of the element. On the
other hand, the value on a previous element is simply utilized for the constant value on a
new element.
In the grid coarsening, the interpolation of the physical quantity de�ned on the elements

is conducted by using the weighted average, in which the areas of the previous grids are
considered as shown in Figure 8(b). The quantities de�ned at the nodes being deleted are
eliminated from the grids.
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Figure 7. Conditions for the grid coarsening: (a) condition 1 (b) condition 2 (c) condition 3.

4.4. Algorithm

All the steps in the adaptive mesh re�nement are itemized in order as follows:

(1) deletion of the connective grids,
(2) rearrangement of the element and node numbers,
(3) deletion of the grids based on the criterion,
(4) rearrangement of the element and node numbers,
(5) division of the grids based on the criterion,
(6) formation of the connective grids.
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Figure 8. Interpolations of the values de�ned at nodes and elements: (a) interpolations in the grid �ning
and connection (b) interpolations in the grid coarsening.
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The grids in the smoothing band are divided to the maximum division level according to
the above procedure at the beginning of calculation. Then, this algorithm is adopted every
time steps in which the adaptive mesh re�nement is carried out.

5. RESULTS AND DISCUSSION

5.1. Collapse of a water column

In order to prove the validity of the numerical scheme, collapse of a water column is com-
puted �rst by the conventional level set method and the level set method coupled with the
adaptive mesh re�nement, which are, respectively, called LSM and LSM-AMR hereafter. The
present results are compared with the numerical results and the experimental data obtained by
Koshizuka et al. [35]. The calculation domain is shown in Figure 9. The size of a rectangular
water tank is 58:40 cm in length and 40:88 cm in height. A water column is initially put on
the left side with a rectangular shape, which is 14:60 cm in length and 29:20 cm in height.
The top of the water tank is closed, and the slip condition is imposed on all walls. In the
governing equation (2), the Reynolds number is �xed at 72 139, and the Bond number is set
at in�nity on the ground that the e�ect of surface tension is very small due to large represen-
tative length. The increment of time is 0.005, and the adaptive mesh re�nement is done every
�ve steps, i.e. �t′=0:025. Initially, the calculation domain is divided equally with the two-
dimensional quadrangular grids in the following �ve ways: 10× 7; 20× 14; 40× 28; 80× 56
and 160× 112. The smoothing bandwidth � is equal to the length of four grids in every case,
and this standard is applied to all the calculations hereafter. The density and the coe�cient of
viscosity are 998:24 kg m−3 and 0:85440 mPa s in water, 1:1763 kg m−3 and 0:018621 mPa s
in air, respectively.
Plate 1 shows the comparison of histories of the leading edge positions obtained from

the numerical simulation and the experiment. Here, four grid sizes, which correspond to
20× 14; 40× 28; 80× 56 and 160× 112, are used for the calculation with LSM, and Koshizuka
et al. adopted the moving particle semi-implicit (MPS) method for the simulation. As shown,

L

4L

2L

L= 14.6cm  

x

y

2.8L

Figure 9. Schematic diagram of the calculation model for collapse of a water column.
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(a)          Grid and water column: 0.3s 
        Cell: 280, Node: 315 

(b)          Grid and water column: 0.3s 
          Cell: 4480, Node: 4617 

Figure 10. Comparison of transient shapes of a water column obtained with LSM
in two di�erent grid systems: (a) 20× 14; (b) 80× 56.

the present results are getting closer to the numerical result of Koshizuka et al. as the number
of grids increases. This indicates the importance of grid resolution in LSM. The reason why
the speed of the leading edge measured by the experiment is slower compared to the numerical
results is that the wet condition between the leading edge and the bottom wall is not considered
in the simulation. Since the histories in 80× 56 and 160× 112 grids are almost the same, the
calculated results obtained with the former grid system are used hereafter as the standards of
accuracy.
The transient shapes of a water column obtained with LSM in 20× 14 and 80× 56 grids

are compared in Figure 10. As shown in Figure 10(a), the calculated result becomes rough
due to the cumulative errors when the coarse grid system is used. On the contrary, the shape
becomes fairly smooth in the �ne grid system as shown in Figure 10(b) and corresponds well
to the result obtained with the MPS method [35] qualitatively.
The transient shapes of a water column based on three di�erent division levels in LSM-

AMR are compared in Figure 11. Here, the maximum division level is set at 1 in 40× 28
initial grids, 2 in 20× 14 initial grids and 3 in 10× 7 initial grids; the minimum element
length becomes equal to an element length of the division 80× 56 in every case and one-
eighth of the initial length in the division level 3. As shown, the number of grids gets smaller
as the maximum division level increases. In Figure 11(i), it is nearly equal to a quarter
of 80× 56. Nevertheless, the calculated results are almost the same at 0.1, 0.2 and 0:3 s;
moreover, they are in good agreement with the results obtained with LSM in Figure 10(b)
and the MPS method qualitatively. This is con�rmed in the velocity distribution shown in
Plate 2. Although the grids located away from the free surface are distributed coarsely in
Plate 2(b), the velocity in the vicinity of the interface is calculated accurately with �ne grids;
accordingly the movement of the interface can be simulated correctly. In fact, the maximum
velocities obtained with LSM in Plate 2(a) and LSM-AMR based on the division level 3 in
Plate 2(b) are fairly close: 3.30 and 3:27 m s−1, respectively.
Plates 3 and 4 show the comparison of histories of the leading edge positions and the global

mass preservation obtained with LSM and LSM-AMR, which correspond to the results shown
in Figures 10(b) and 11, respectively. In every case, good agreement with the numerical result
of Koshizuka et al. is shown, and the mass is always preserved very well.
Comparison of computation time and total iteration number until 0:3 s obtained in the

above analysis is listed in Table I. In this study, all computations are performed in a Pentium
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(a)    Grid and water column: 0.1s 
Cell: 1582, Node: 1657 

(b)    Grid and water column: 0.2s

Cell: 1662, Node: 1738 
(c)      Grid and water column: 0.3s

Cell: 1841, Node: 1919 

(d)   Grid and water column: 0.1s 

Cell: 953, Node: 1000

(e)   Grid and water column: 0.2s 

Cell: 1086, Node: 1135  

(f)    Grid and water column: 0.3s 

Cell: 1278, Node: 1333 

(g)    Grid and water column: 0.1s 

Cell: 842, Node: 878 

 (h)   Grid and water column: 0.2s

Cell: 992, Node: 1031 

(i)      Grid and water column: 0.3s

Cell: 1175, Node: 1222 

Figure 11. Comparison of transient shapes of a water column based on three di�erent maximum division
levels in LSM-AMR: (a)–(c) level 1; (d)–(f) level 2; (g)–(i) level 3.

Table I. Comparison of computation time and total iteration number until 0:3 s.

LSM (20× 14) LSM (80× 56) LSM-AMR 1 LSM-AMR 2 LSM-AMR 3

Time 0 min 32 s 26 min 30 s 13 min 7 s 7 min 58 s 7 min 15 s
Iteration num. 698 8288 11 718 18 860 25 903

III/600 MHz PC. According to the table, the computation time in LSM-AMR is about a half
for the division level 1 and less than one-third for the division levels 2 and 3 of that in LSM
with 80× 56 grids. However, the iteration number, which is shown m in Figure 1, becomes
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larger as the maximum division level increases. This re�ects the instability of calculation due
to the di�erence in grid size. Although the maximum division level can be set freely, the error
in the equation of continuity becomes large in case the di�erence in grid size is noticeable
since the �ow state is not taken into consideration in the present adaptive mesh re�nement.
Therefore, the maximum division level is �xed at 2, in which the minimum element length
becomes one-fourth of the maximum element length, hereafter.
Through this analysis, the validity and e�ectiveness of LSM-AMR are proved. By applying

it to the simulation of collapse of a water column, the computational e�ciency is successfully
improved. However, the frequency of the adaptive mesh re�nement should be set carefully.
The iterative calculation of the Poisson equation increases in number just after the mesh
re�nement since the interpolated velocity, which is given to the new nodes, does not satisfy
the equation of continuity. For that reason, the computational e�ciency slips if the time
step �t′ is set small. On the contrary, the discrepancy in position between �ne grids and a
calculated free surface may arise if it is set large. Therefore, the size of the time step should
be determined by the trade-o� between calculation speed and accuracy.

5.2. Oscillation of a drop under zero gravity

In the preceding example, the e�ect of surface tension can be neglected as being small.
However, if a liquid object is small and put under low gravity, the restoring force becomes
dominant due to reduction in the Weber number in Equation (3). In order to prove the
e�ectiveness of LSM-AMR again on such a condition, the oscillation of a drop is simulated
in this section.
Figure 12 shows the calculation domain, which is inside a square container. A drop, whose

initial shape is also a square, is �oated in the centre of the domain under zero gravity, and
its length of a side is set half of that of the container. First, in order to verify the numerical
scheme, the oscillation of an ethanol drop is calculated with LSM on the same condition that
Brackbill et al. [30] set in their numerical analysis. The density, coe�cient of viscosity and
surface tension in ethanol are 797:88 kg m−3; 1:1968 mPa s and 23:61 mN m−1, respectively,
while the same physical properties as Section 5.1 are used for air. The length of a side of
the container is 7:5 cm. Next, non-dimensional analysis is carried out in order to evaluate the
usefulness of LSM-AMR. Here, the physical properties of water are used as representative
values, and the ratios between gas and liquid in density and the coe�cient of viscosity are

Drop 

x 

y 

Air

Figure 12. Schematic diagram of the calculation model for an oscillatory drop under zero gravity.
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(a)                         0.1s (b)                          0.2s 

Figure 13. Transient shapes of an ethanol drop.

�G=�L =0:001 and �G=�L = 0:01, respectively. The Reynolds number is �xed at 1000, while
the following three values are chosen for the Weber number: 50, 200 and 800. The length
of a side of the container is 2. In this analysis, the temperature �eld is not considered. Thus,
the third term on the right-hand side in Equation (3) is omitted. As a boundary condition, the
non-slip condition is imposed on all walls. The increments of time are, respectively, 0:1ms and
0.01, and the adaptive mesh re�nement is done every 20 steps, i.e. �t′=0:2. The calculation
domain is divided equally with 20× 20 or 80× 80 grids; the adaptive mesh re�nement is
applied to the former grid system, and the ethanol drop oscillation is calculated with the later.
The transient shapes of an ethanol drop at 0.1 and 0:2 s are shown in Figure 13. Since

the drop is initially square in shape, large inward restoring force is produced at each apex
immediately after the calculation starts. Then, the drop is deformed gradually to reduce the
curvature there; accordingly the sides of a square drop are curved to preserve the volume.
Afterward, the same is repeated again and again; parts of the drop surface with large curvature
are dented by large restoring force, whereas the other parts are swelled up. However, as the
time passes, this oscillation in shape declines due to viscosity and numerical dissipation, and
�nally the drop becomes stationary with a round shape. The present results are qualitatively
in good agreement with those obtained by Brackbill et al. [30] with the VOF method.
Plate 5 shows the transient shapes of a water drop, distribution of velocity and the surface

force, which corresponds to the fourth term on the right-hand side in Equation (3), at t=2,
4 and 6 on the case of We=200; Plates 5(a)–5(c) and 5(d)–5(f) are obtained with LSM
in 20× 20 and 80× 80 grids, respectively, and Plates 5(g)–5(i) are done with LSM-AMR. If
coarse grids are used in LSM, the shape of a drop becomes rough as shown in Plates 5(a)–
5(c) due to poor distribution of velocity and surface force. In contrast, the shape of a drop
becomes smooth as shown in Plates 5(d)–5(f) when �ne grids are provided. Here, the surface
force is well concentrated in the vicinity of the free surface. The calculated results shown in
Plates 5(g)–5(i) agree reasonably well with those in Plates 5(d)–5(f) with regard to shape
and distribution of the surface force; besides, they are quantitatively close in the maximum
velocity at any time. This is due to the fact that the restoring force, which is produced only
in the smoothing band, is calculated accurately at all times with �ne grids according to the
present rule for grid �ning.
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Table II. Comparison of computation time until t=200 at We=200.

LSM (20× 20) LSM (80× 80) LSM-AMR

Time 11 min 32 s 262 min 9 s 129 min 4 s

Table III. Comparison of computation time until t=200 at We=50 and 800.

We LSM (80× 80) LSM-AMR

50 329 min 13 s 161 min 38 s
800 238 min 11 s 101 min 48 s

Plate 6 shows the comparison of histories of drop oscillation obtained with LSM in two
di�erent grid systems and LSM-AMR. Here, the radius of a drop, which is equal to 0.5 at the
initial state, is plotted on the graph. As shown, the period of oscillation becomes longer in
LSM with 20× 20 grids than that in LSM with 80× 80 grids. This is caused by the fact that
the restoring force, which depends on curvature, is calculated smaller in the coarse grid system.
However, the calculated results based on LSM with 80× 80 grids and LSM-AMR are quanti-
tatively in good agreement and correspond to the exact value at the steady state. It should be
emphasized that the number of grids and the computation time in LSM-AMR are, respectively,
about one-third and a half of those in LSM as shown in Plates 5(g)–5(i) and Table II.
In order to prove the e�ectiveness of LSM-AMR in a wide range of surface tension,

calculation is conducted further with two di�erent Weber numbers, i.e. We=50 and 800.
Plates 7 and 8 show the comparison of histories of drop oscillation obtained with LSM in
80× 80 grids and LSM-AMR at We=50 and 800, respectively. As shown, the period of
oscillation becomes shorter in small Weber number due to the strong restoring force. In both
graphs, good agreement can be seen between the calculated results. However, by contrast, the
computation time in LSM-AMR is less than a half of that in LSM in both cases as shown
in Table III.

5.3. Movement of a drop under zero gravity

In this section, the movement of a drop due to the Marangoni e�ect is analysed by introducing
the temperature �eld. Since the Marangoni e�ect works on the tangential plane to a free
surface as shown in the third term on the right-hand side in Equation (3), its contribution to
deformation is much less than that of the restoring force shown in the fourth term. However,
a drop can be moved in some direction by the shearing force produced on the free surface.
The purpose of this analysis is to prove the e�ectiveness of LSM-AMR in the simulation of
such a phenomenon.
First of all, the validity of the numerical scheme is checked with the calculation model

shown in Plate 9. A rectangular container is �lled with two kinds of liquids, which do not
mix together, under zero gravity. The container is 60 mm in length and 40 mm in height,
and the interface is formed at a height of 20 mm from the bottom. The temperatures on
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 Surface force: 12
max sm94.3 −= µψ  Body force: 12

max sm89.3 −= µψ

Surface force Body force

(a)

(c) (d)

(b)

Figure 14. Comparison of the �ow con�gurations: (a), (b) streamlines (� =[ max −  min]=15);
(c), (d) isotherms (�T =[Tmax − Tmin]=15) at 30 s.

the right and left walls are �xed at 363.15 and 283:15 K, respectively, while the adiabatic
condition is imposed on the other walls. As a boundary condition in the velocity �eld, the
non-slip condition is imposed on all walls. At the initial state, the liquids are at rest with
the linear pro�le in temperature from the hot wall to the cold wall. Both of the liquids
are the same in density and viscosity, which are 915 kg m−3 and 45:75 mPa s, respectively.
As a result, the �ow �eld becomes symmetrical with respect to the interface. The thermal
coe�cient of surface tension is −0:068 mN m−1 K−1. The Marangoni e�ect induced by the
gradient of surface tension is calculated both as a surface force and a body force, which are,
respectively, shown in Plates 9(a) and 9(b). In the former, the jump quantity on the free
surface is introduced into the boundary term as follows [36]:

� �M�
ṽ − vn
�t

=−�(vne ·A�)vn − ��t
2

B�vn +C�pn
e − �D�vn + S�

S� =
∫
�e2

N�{t(n)}n
e d�=

∫
�e2

N�{�T∇==T − �S(∇·n)n}n
e d� (11)

while the latter is calculated according to Figure 1. In both cases, the restoring force can be
neglected due to the �atness. The increment of time is 1 ms, and the computation continues
until 30 s, at which the �uid �ow is in the steady state. The number of grids is 60× 20 in
Plate 9(a) and 300× 100 in Plate 9(b); the grids are concentrated near the boundaries in the
former, while they are divided equally in the latter.
Figure 14 shows the comparison of the steady �ow con�gurations with streamlines and

isotherms. As shown, the calculated results based on the two di�erent methods are qualitatively
in good agreement with each other in the �ow �eld and the temperature �eld. Moreover, they
are close in the maximum value of the stream function.
The validity of the present scheme is also proved quantitatively in Plate 10. This graph

shows the comparison of velocity on the centreline of the container obtained with two
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numerical methods and theory, which is described in the following equation:

vx =
�T(@T=@x)
4H�L

(3y2 − Hy) (12)

where H is the height of a container. By substituting the temperature gradient @T=@x=
346K m−1 and other parameters into Equation (12), it is rewritten as vx =−3:21(3y2−0:04y).
As shown, again, the agreement is reasonably good.
Next, the movement of a drop due to the Marangoni e�ect is solved by LSM and LSM-

AMR. Plate 11 shows the calculation model. A water drop is �oated and moved on the
centreline of a square container under zero gravity. The length of a side of the container
(L;H) is 4, and initially a drop, whose radius is 0.5, is located at a height (Hi) of 1 from
the bottom. Since the axisymmetry is assumed, the calculation domain corresponds to half of
the container. The initial temperature on the bottom wall is set at 1, while that on the top
wall is zero; the temperature on the side wall is distributed linearly from zero to 1, which
corresponds to the initial temperature of �uid. The physical properties of water are used as
representative values, and the ratios between gas and liquid in density, and thermal di�u-
sivity are �G=�L =0:001; �G=�L =0:01 and �G=�L =150, respectively. The Reynolds number,
Peclet number, Weber number and Marangoni number are, respectively, 1000, 7000, 200 and
−10 000. The temperature on the side wall is unchangeable, whereas the adiabatic condition is
imposed on the top and bottom walls. In the velocity �eld, the non-slip condition is imposed
on the side wall, while the slip condition is done on the top and bottom walls. The increment
of time is 0.01, and the adaptive mesh re�nement is done every 25 steps, i.e. �t′=0:25. The
calculation domain is divided equally with 25× 50 or 100× 200 grids, and the adaptive mesh
re�nement is applied to the former grid system.
In the condition of this analysis, a water drop rises gradually due to the gradient of surface

tension on the free surface, i.e. Marangoni e�ect since the temperature in the lower part of the
drop is higher than that in the upper part. The drop is kept with a round shape because the
distortion due to the shearing force is suppressed by the restoring force. Figure 15 shows the
comparison of transient positions of a drop and isotherms at t=20, 60 and 100; Figures 15(a),
15(c) and 15(f) are obtained with LSM, and Figures 15(b), 15(d) and 15(f) are done with
LSM-AMR. As shown, the calculated results are strikingly similar in the position of a drop
and temperature distribution; besides they are quantitatively close in the maximum velocity.
This is due to the fact that the shearing force, which is produced only in the smoothing
band, as well as the restoring force is calculated accurately at all times with �ne grids in
LSM-AMR. The sentence above is con�rmed in the velocity distribution shown in Plate 12.
Plate 13 shows the comparison of histories of the drop head position obtained with LSM

in two di�erent grid systems and LSM-AMR. As shown, the calculated results based on LSM
with 100× 200 grids and LSM-AMR are in good agreement although the result based on
LSM with 25× 50 grids is deviated from the two. One of the reasons why the speed of a
rising drop becomes slightly higher in LSM-AMR is the error in terms of linear interpolation
of temperature in the adaptive mesh re�nement. The computation time in LSM-AMR is less
than one-sixth of that in LSM with 100× 200 grids according to Table IV; the smallest rate
is achieved. This re�ects the di�erence in number of grids as shown in Figure 15; the number
in LSM-AMR is almost one-tenth of that in LSM at any time. Thus, it can be said that
LSM-AMR is e�ective, especially in the case that a relatively small object moves in a large
calculation domain.
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(a)                           t = 20 
Max velocity: 6.79 ×10-2

(b)          t = 20, Cell: 2240, Node: 2326 
Max velocity: 6.44×10-2 

(c)                           t = 60 
Max velocity: 4.90 ×10-2

(d)       t = 60, Cell: 2212, Node: 2299 

      

Max velocity: 4.86 ×10-2

(e)                        t = 100 
Max velocity: 6.40 × 10-2 Max velocity: 5.85 × 10-2 

(f)        t = 100, Cell: 2230, Node: 2317 

Figure 15. Comparison of transient positions of a drop and isotherms (�T =0:04): (a), (c),
(e) LSM (100× 200); (b), (d), (f) LSM-AMR.
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Table IV. Comparison of computation time until t=100.

LSM (100× 200) LSM-AMR

Time 662 min 32 s 97 min 23 s

6. CONCLUSIONS

A numerical scheme has developed by coupling the level set method with the adaptive
mesh re�nement (LSM-AMR) in order to calculate a largely deformed free-surface problem
accurately, economically and stably. The governing equations are discretized by FEM with
the GSMAC scheme, and the reinitialization equation is solved by CIP-FEM. In the adaptive
mesh re�nement, the connective grids are used to exclude the intermediate nodes, so that
it is easily introduced to the EFM-based algorithm. Here, the level set function is selected
for the indicator, and the smoothing bandwidth is done for the threshold. In order to ver-
ify the validity of the proposed scheme, the collapse of a water column, the oscillation and
movement of a drop under zero gravity were analysed and its performance was demonstrated.
The calculation results show good agreement with other numerical results. Moreover, it is
revealed that the calculation time is largely saved in all the cases in comparison with the
conventional level set method. In the collapse of a water column, good agreement with other
numerical results is shown in three division levels. The mass conservation is preserved very
well in every condition. The computation time becomes less than one-third for the division
levels 2 and 3 of that in LSM. In the oscillation of a drop, the e�ectiveness of the present
scheme is shown in a wide range of Weber numbers, from 50 to 800. In every condition,
the computation time becomes less than a half of that in LSM. Finally, the present scheme is
applied to the movement of a drop due to the Marangoni e�ect, and its usefulness is proved
from the correspondence of the transient temperature distribution and the drop position. The
computation time becomes less than one-sixth of that in LSM.
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Plate 1. Comparison of histories of the leading edge position obtained with
LSM in four di�erent grid systems.

Plate 2. Comparison of velocity distributions and shapes of a water column at 0:2 s:
(a) LSM (80× 56); (b) LSM-AMR (Level 3).
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Plate 3. Comparison of histories of the leading
edge position obtained with LSM and LSM-AMR.

Plate 4. Comparison of histories of the mass
preservation obtained with LSM and LSM-AMR.
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Plate 5. Comparison of transient shapes of a water drop and velocity distribution at We=200: (a)–(c)
LSM (20× 20); (d)–(f) LSM (80× 80); (g)–(i) LSM-AMR.
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Plate 6. Comparison of histories of drop oscillation obtained with LSM and LSM-AMR at We=200.
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Plate 7. Comparison of histories of drop oscillation obtained with LSM and LSM-AMR at We=50.
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Plate 8. Comparison of histories of drop oscillation obtained with LSM and LSM-AMR at We=800.
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Plate 9. Schematic diagram of the calculation model used for veri�cation of the Marangoni e�ect:
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Plate 11. Schematic diagram of the calculation model for a rising water drop under zero gravity.
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Plate 12. Comparison of isotherms (�T =0:04) and velocity distribution at
t=80: (a) LSM; (b) LSM-AMR.
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Plate 13. Comparison of histories of the drop head position obtained with LSM and LSM-AMR.
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